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Abstract
This paper presents an artistic and technical investigation into the
attention mechanisms of video diffusion transformers. Inspired
by early video artists who manipulated analog video signals to
create new visual aesthetics, this study proposes a method for
extracting and visualizing cross-attention maps in generative video
models. Built on the open-source Wan model, our tool provides
an interpretable window into the temporal and spatial behavior of
attention in text-to-video generation. Through exploratory probes
and an artistic case study, we examine the potential of attention
maps as both analytical tools and raw artistic material. This work
contributes to the growing field of Explainable AI for the Arts
(XAIxArts), inviting artists to reclaim the inner workings of AI as a
creative medium.
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1 Introduction
Reviewing the history of early video art, a common trend emerges:
a drive to produce imagery that disrupted the aesthetic conventions
of broadcast television and cinema [9]. To achieve this, artists like
Nam June Paik and the Vasulkas cultivated a deep technical un-
derstanding of video systems, enabling them to construct bespoke
tools capable of manipulating analog signals in expressive, often
radical ways. These interventions yielded profoundly original video
works that redefined the medium. With the rise of AI video models,
we ask: can a similar strategy be applied today—one that harnesses
technical insight to subvert and expand the generative possibilities
of these new systems?

Video diffusion models have recently demonstrated remarkable
fidelity in generating realistic moving images [7]. However, while
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common metrics like Fréchet Video Distance (FVD) [13] focus on
output quality, less focus has been given to the internal mechanics
of these models. The field of machine learning interpretability seeks
to address such gaps [1, 11], with the subfield of Explainable AI for
the Arts (XAIxArts) [3] focusing specifically on the relevance of
interpretability for artists engaging with generative systems. One
established interpretability method is the visualization of atten-
tion maps in transformer based models which can be visualized for
human comprehension [4, 5]. In text-to-image models like Stable
Diffusion [10], cross-attention maps highlight how text tokens in
the prompt correspond to regions of a visual output [6, 12]. While
these methods have been explored in image models, their applica-
tion to video diffusion has only recently begun from a technical
perspective [8, 16], and remains particularly underexplored from
an artistic one.

This project introduces a tool for visualizing cross-attention in
video diffusion transformers using the open-source video model
Wan2.1 [15]. The tool enables artists to inspect attention behavior
across heads (parallel attention sub-units), blocks (layered model
stages), and diffusion steps (iterations of gradual video refinement
during generation). Such transparency offers a new vector for artis-
tic experimentation, exposing how prompts shape generated videos
and suggesting new strategies for creative intervention that go
beyond the traditional outputs of AI systems.

2 Attention Maps: High Level Overview
Attention maps are a central interpretability tool for understanding
how transformer models [14] operate across modalities such as lan-
guage and vision [4, 5]. In the context of text-to-video transformers,
attentionmaps are computed through the equation softmax

(
𝑄𝐾𝑇

)
,

where 𝑄 (queries) correspond to the prompt tokens and 𝐾 (keys)
correspond to the embedded video representation. These attention
weights indicate how much influence a given token has on specific
regions of the generated output.

This mechanism allows us to trace how specific words from the
prompt direct the generation of certain visual elements, effectively
offering a window into the model’s internal reasoning process.
By extracting and visualizing these maps for every prompt token
across attention heads, attention layers, and diffusion steps, we can
begin to understand the generative decision-making structure and
employ it as raw material for artistic exploration.

3 Method
Our method comprises two primary components: extraction and
visualization of attention maps.

Extraction: We define a Python wrapper around the cross-
attention layers of the Wan model. During generation, the wrapper
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intercepts each cross-attention computation and stores them in
local memory. The final shape of these stored cross-attention maps
is: [Diffusion Steps×Attn Blocks×Attn Heads×Prompt Tokens×
Video Embedding].

Visualization: To visualize a stored attention map for a given
prompt token, we reshape the attention map from the flat latent
embedding size to a latent 3D video tensor (a lower-dimensional
representation of the video across time and space, structured as
[Frames × Height ×Width]). These tensors are then upscaled spa-
tially and temporally to match the shape of the output video and
visualized as heatmaps. In these visual outputs, brighter colors
correspond to greater attention values. Users can view maps per at-
tention head, block, or diffusion step, or average across dimensions
for higher-level overviews. The tool enables both fine-grained and
global views of how individual tokens influence generation over
time.

4 Results
4.1 Exploratory Probes
Exploratory probes were used to confirm the effectiveness of visual-
izing cross-attentionmaps in video diffusionmodels. Presented here
are a selection of experimental strategies with additional results in
Appendix A.

Figure 1: Comparison of attention maps from left-to-right
for the tokens: "cat", "ball", and "Eiffel". The focus of attention
maps neatly onto the relevant object in the scene.

Single Object: Using the prompt "a cat," we confirmed that
attention maps coherently align with object regions over time. The
cat token produced high attention over the visual region occupied
by the cat in the generated video, confirming the interpretability of
Wan’s attention maps.

Multiple Objects: In a probe combining "cat," "soccer ball," and
"Eiffel Tower," we observed each token’s attention localized on
the corresponding object, demonstrating multi-object semantic
separation.

Complex Actions and Abstract Concepts: We prompted the
model with more complex actions and abstract concepts like ro-
mantic scenes centered on a "classic Hollywood kiss." For the token
"kiss", the attention maps were less spatially precise but still exhib-
ited meaningful clustering around the kissing subject’s lips. This
revealed how more abstract concepts manifest within the model’s
latent space.

4.2 Attention of a Kiss: An Artistic Exploration
The video study Attention of a Kiss visualizes the evolving attention
map of the "kiss" token across the generation timeline. The video
begins in abstraction and gradually gains structure, paralleling both
the diffusion process and the development of emotional intimacy.

This metaphorical alignment—between the model’s construction of
meaning and human interpretive processes—suggests new narrative
forms grounded in AI mechanics.

Figure 2: Attention of a Kiss: Video art study made from the
attention maps of the token "kiss" in the open source video
model Wan.

5 Discussion
5.1 Usefulness of Attention Maps for Artists
Visualizing attention maps offers artists a valuable means of under-
standing how their textual prompts influence the visual outputs of
generative video models. By revealing which regions of an image
or video frame a given token attends to over time, attention maps
allow artists to "see what the model sees," making aspects of the
model’s internal generative process more tangible. This can help
artists cultivate a more intuitive grasp of how prompts are parsed
and interpreted.

As patterns emerge in how certain tokens correspond to spe-
cific visual traits, artists may begin to identify recurring motifs
or dominant forms that shape the model’s output. For instance,
an artist might investigate how the token “woman” translates
into conventional visual markers of gender. This kind of feed-
back loop—between creative intent, expectation, and model be-
havior—can deepen the artist’s understanding of how language
steers visual outcomes. In turn, it opens new possibilities for craft-
ing prompts with greater intentionality and for more deliberate
experimentation with the interplay between language and vision.

5.2 Limitations and Future Work
While attention maps provide a useful lens into the internal me-
chanics of a generative model, they also have several limitations. In
some test cases, the maps were noisy, inconsistent, or visually un-
intelligible—especially for tokens that were abstract or ambiguous.
With longer prompts, multiple tokens often attend to overlapping
regions, making it difficult to isolate the influence of each one. These
issues highlight the importance of interpreting attention maps with
care and point to opportunities for future work to improve their
utility for artists.

More broadly, attention maps reveal only a narrow aspect of the
model’s behavior. While they capture token-to-region relationships,
they do not account for broader elements such as compositional
structure, representational logic, or temporal dynamics. As such,
they should be treated as interpretive tools rather than comprehen-
sive explanations of how generative models function. On a technical
level, generating and analyzing attention maps remains resource-
intensive, requiring significant GPU memory and producing large
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volumes of data that can be cumbersome to navigate. Future work
will aim to streamline this process by improving performance and
developing higher-level visualizations that preserve interpretive
value without requiring inspection of low-level detail.

5.3 Conclusion: From Early Video Art Toward
Network Bending

Just as early video artists built their own tools to understand and
subvert the signal-based logic of analog video, artists today can
gain creative leverage by exploring the inner mechanics of AI video
models. Attention maps offer one such entry point—revealing how
specific language tokens modulate the generation process over
space and time. However, this is only the beginning.

A deeper understanding of a model’s internal architecture can
inspire a new generation of media practices that operate not just
on the outputs of models but within their internal logic. This opens
the door to network bending [2], where the structure and flow of
computation within generative models are reimagined as artistic
parameters.

By treating the neural network itself as a malleable medium,
artists can step beyond prompt engineering to creatively intervene
in the generation process, producing outputs that go beyond the in-
tended domain of the model. These explorations extend the lineage
of experimental video art into the realm of generative AI, where
the artwork emerges not only from what is seen, but from how the
network sees.
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A Media Files
(1) Attention of a Kiss: https://youtu.be/dFay2ko8dmk

B Supplementary Results
The following tests provide a deeper look into the multi-object scene study, generated with the following settings:
prompt = "cinematic video of a cat playing with a soccer ball in front of the Eiffel Tower, realistic, 8k, high quality,

masterpiece, best quality"
negative_prompt = "Bright tones, overexposed, static, blurred details, subtitles, style, works, paintings, illustration,

images, overall gray, worst quality, low quality, JPEG compression residue, ugly, incomplete"
seed = 58
guidance_scale = 6
height = 480
width = 832
num_frames = 61
num_inference_steps = 25

B.1 Attention Developing Across Diffusion Steps
The image grids in Figure 3 show composites of the cross-attention maps for the prompt token "cat". Within each grid, every cell represents
a different transformer block in the model (30 in total for Wan2.1 1.3B). The three grids represent, from left to right: the first diffusion step,
the middle diffusion step, and the final diffusion step.

These visualizations offer some exploratory qualitative insights:
(1) Over successive diffusion steps, attention for prompt-referenced objects becomes more focused and distinct.
(2) Within a single diffusion step, attention appears to begin diffusely, tighten around object regions, and then broaden slightly again.

Figure 3: Cross-attention maps for the token "cat" across all 30 transformer blocks. Grids from left to right correspond to the
first, middle, and final diffusion steps.

B.2 Attention in a Specific Transformer Block
As noted above, attention often consolidates around object regions in the middle transformer blocks. In Figure 4, we visualize cross-attention
for the token "cat" at block 15 (the middle of 30 blocks) across all 25 diffusion steps. The grid on the left shows the first frame of each step;
the grid on the right shows the final frame. The image on the far left displays the intermediate diffusion output at step 6 (corresponding to
row 2, column 1).

Exploratory qualitative inferences include:
(1) Cross-attention for the token "cat" is remarkably sharp across frames at this middle block.
(2) The composition appears to be established early in the diffusion process—though the cat is not clearly visible to human eyes in the

noisy output at step 6, it is already distinguishable in the corresponding attention maps.

https://youtu.be/dFay2ko8dmk
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Figure 4: Cross-attention for the token "cat" in transformer block 15 across all diffusion steps. Left-grid corresponds to the first
video frame; Right-grid corresponds to the last video frame. The far-left image is the intermediate output at diffusion step 6.
While visually indecipherable for human eyes, the attention maps show that the system infers quite a lot of detail by this step.

B.3 Attention in Individual Attention Heads
Figure 5 visualizes every attention head within transformer block 15 across all 25 diffusion steps. The Wan2.1 model has 12 attention heads
per block. This is the finest-grain view of cross-attention behavior available during generation.

While this visualization may be too dense for casual inspection, it reveals several notable patterns:
(1) Individual attention heads show consistent behaviors across steps. For example, head 7 consistently attends to the outline of the cat,

while head 10 exhibits a more global pattern.
(2) Some heads appear significantly more responsive or discriminative than others.

B.4 Averaged Attention Across Blocks and Steps
Figure 6 shows a high-level overview of average cross-attention for the token "cat", aggregated across all heads, blocks, and diffusion steps.
While this provides a broad sense of where the token attends, it lacks the temporal and architectural nuance shown in previous visualizations.
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Figure 5: Cross-attention for the token "cat" across all 12 attention heads in block 15, visualized over 25 diffusion steps.
Columns represent attention heads; rows represent diffusion steps.
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Figure 6: Cross-attention map for "cat" averaged across all heads, blocks, and diffusion steps.
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